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. (10) Let Xy, - -- X,, be i.i.d. N (u,0?) random variables. Show that (X, s2) is jointly sufficient for (1, o%), where

1 _
2= X, — X)2.
s "‘1;( )

(15) Suppose §(X) is a Bayes estimator of parameter g(6) under prior w. Suppose 6(X) is also unbiased for

9(0).

(a) Show, by conditioning on X, that E(5(X)g()) = E(§*(X)) .

(b) Show, by conditioning on 6, that E(§(X)g(6)) = E(g*(9)) .
(c) Conclude that E(§(X) — g(6))? = 0.
)

(d) If Xy,---, X, are iid N(u, 1), then use the above result to conclude that X cannot be a Bayes estimator
for g under any prior.

(e) What can you conclude about unbiased Bayes estimators?

. (20) Consider the regression model:
y; = bz +e;,1 <i<n,

where x;’s are fixed non-zero real numbers and e;’s are independent random variables with mean zero and equal
variance.

(a) Find the least squares estimator of b.

(b) Show that an estimator of the form Y . ; a;y; (where a; ’s are non random real numbers) is unbiased for

(c) Show that the least squares estimator has the minimum variance in the class of unbiased estimators.

. (10) Suppose X1, -+, X, is a simple random sample drawn without replacement from a population y1,- -+ ,yn-.
Find the mean and variance of X in terms of the population mean, variance, n and V.

. (15) Let X, X3 be independent N(6, 1) random variables. Then X is unbiased for §. Let T = E(X | X;).

b) Show that the variance of T is lower than that of X.

)
(a) Show that E(T') = 0.
(b)
(¢) Is T better than X as an estimator for #? Justify your answer.

. (15) Let X4,---, X, be iid Geometric(p) random variables, each X; denoting the number of Bernoulli(p) trials
required for the first success.

(a) Show that X attains the Cramer-Rao lower bound.
(b) Hence conclude that X is UMVUE for 1/p.

. (15) Consider the bivariate normal density

1 1
h(z,y) = %exp {—2 (2x2 +y2 + 22y — 222 — 14y+65)}

Find the mean vector and the covariance matrix.



